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Abstract
Although convolutional neural networks have achieved success in the field of image classification, there are still challenges

in the field of agricultural product quality sorting such as machine vision-based jujube defects detection. The performance

of jujube defect detection mainly depends on the feature extraction and the classifier used. Due to the diversity of the jujube

materials and the variability of the testing environment, the traditional method of manually extracting the features often

fails to meet the requirements of practical application. In this paper, a jujube sorting model in small data sets based on

convolutional neural network and transfer learning is proposed to meet the actual demand of jujube defects detection.

Firstly, the original images collected from the actual jujube sorting production line were pre-processed, and the data were

augmented to establish a data set of five categories of jujube defects. The original CNN model is then improved by

embedding the SE module and using the triplet loss function and the center loss function to replace the softmax loss

function. Finally, the depth pre-training model on the ImageNet image data set was used to conduct training on the jujube

defects data set, so that the parameters of the pre-training model could fit the parameter distribution of the jujube defects

image, and the parameter distribution was transferred to the jujube defects data set to complete the transfer of the model

and realize the detection and classification of the jujube defects. The classification results are visualized by heatmap

through the analysis of classification accuracy and confusion matrix compared with the comparison models. The exper-

imental results show that the SE-ResNet50-CL model optimizes the fine-grained classification problem of jujube defect

recognition, and the test accuracy reaches 94.15%. The model has good stability and high recognition accuracy in complex

environments.
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1 Introduction

The quality test of jujube includes size and defect test,

which is to test the external quality characteristics of jujube

and classify and identify according to the standard. At

present, research on jujube size nondestructive testing

based on machine vision and machine learning has

achieved good results, but the research on jujube defect

detection is facing greater challenges.

The performance of jujube defect detection depends

mainly on feature extraction and the classifier used. There

are many varieties of jujube and there are huge differences

between species; even the same variety of jujube has many

types of defects and the color and texture of the defects will

change as the season, planting environment and storage

time change, planting environment and storage time; the

environment of actual detection and grading is changeable,

and the variation of debris, dust and light will also bring

challenges. Due to the diversity of the jujube materials
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mentioned above and the variability of the testing envi-

ronment, most of the hierarchical testing models estab-

lished under ideal laboratory conditions based on

traditional manual feature extraction methods have obvious

limitations, and the robustness and repeated testing stability

often fail to meet the requirements of practical application.

Compared with the traditional machine learning method,

the deep learning method can dig deeper the deep structure

of data the convolutional neural network (CNN) is the first

deep Neural network that has been successfully trained.

CNNs show excellent performance in image classification

applications when the network structure is complex and the

number of training samples is sufficient. Some scholars

have applied CNNs to the field of agricultural product

classification and classification, crop classification, and

beef texture classification.

To detect red jujube in real applications, although we

can collect a large number of jujube samples, the defect

samples are very limited and unevenly distributed. The

data received is actually a small set of data. Transfer

learning can transfer the learned rules in the big data set to

the new data, expand the application field of learning, and

constantly improve the data model. Therefore, it is feasible

and necessary to establish a pre-training model based on

convolutional neural network and model adjustment based

on transfer learning method to establish a defect classifi-

cation and recognition model oriented to small data sets of

jujubes.

At present, there are few practical testing equipment for

the quality of jujube, but under the premise of ensuring the

detection accuracy, optimizing the execution efficiency of

the algorithm and reducing the complexity of the system

are the key to the practicability of the grading detection

technology.

2 Related works

2.1 Jujube defect and feature extraction

As shown in Fig. 1, the jujubes involved in this paper

included normal jujubes and four kinds of defective

jujubes. Healthy type jujube is brightly colored, fruit shape

is full, and the surface is smooth. The rotted defect is the

grayness of the jujube stem and head, or the darkening of

the rind and the darkening of the flesh. The split type defect

was that the jujube began to crack from the fruiting part,

and more than 1/10 of the break appeared in the direction

of the long head, and the break was not discolored. The

peeling type defect was that the skin was broken and part of

the flesh was exposed. In the actual production process, the

proportion of healthy dates is much higher than that of

other types. The image collection of Russet defects is more

difficult. The actual samples collected are the fewest, and

the imbalance between the samples is very obvious.

Relevant scholars have studied methods for detecting

jujube defects based on hyperspectral or near-red light

imaging [1–4], and the cost of such methods is much higher

than that based on computer vision. Feature extraction and

selection are the key to surface defect detection of jujube

based on machine vision. Common feature extraction

methods include color feature extraction and texture fea-

ture extraction.

The color features are not sensitive to the rotation,

translation, and scale changes of the image, and show

strong robustness. By using color features, we can count

the pixel points in the area of interest in jujubes, extract the

disease area by hue difference, and extract the mean value

and mean square error of H (hue) from HIS color space as

the characteristic values [5, 6].

Common features of defect detection include: texture

features, shape features, and color features. The texture

features have rotation invariance, strong antinoise inter-

ference ability, extract the texture characteristics of jujube,

and select the contrast and difference variance according to

the characteristic parameters to realize the texture feature

classification of jujube [7].

In the above research and exploration of jujube defects

based on traditional machine vision, certain results have

been achieved, but the research methods for jujube defects

often only involve unilateral defects, and the accuracy and

efficiency of the sorting are not high, and they are not yet

satisfactory. The actual application needs of the project.

2.2 Application of deep learning in agriculture

At present, the application of deep learning in agriculture

mainly includes weed identification, land cover classifica-

tion, plant identification, fruit count, and crop type classi-

fication [8].

(a) Healthy (b) Rotted (c) Split (d) peeling (e) Russet

Fig. 1 Different examples of

jujube samples
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On the basis of VGGNet, Zhou, Yuncheng et al. Opti-

mized the structure to design an 8-layer network for the

extraction and expression of tomato main organ features,

and applied various data augmentation techniques to train

the network [9].

Yang Guoliang et al. proposed a parameter exponential

nonlinearity (PENL) function to improve the residual net-

work, using navel orange leaf image as a sample, and

performing can training to distinguish lesions, deficiencies,

normal, and non-species. Type [10].

Sharada P. Mohanty [11] used the AlexNet and Goo-

gLeNet networks to test 14 crops and 26 diseases in 38

categories of 54,306 images in the PlantVillage dataset.

Ramcharan et al. [12] used the Inceptionv3 network to treat

three diseases of cassava Identification of two species of

pests.

2.3 Transfer learning

With the development of deep learning methods, more and

more researchers use deep neural networks for transfer

learning. Transfer learning is a learning process that uti-

lizes the similarity between data, tasks, and models to

apply the knowledge (model parameters) learned from one

environment (old domain) to the learning tasks in the new

environment, so as to accelerate and optimize the Learning

efficiency of the model [13].

Model transfer using the idea of transfer learning can

transfer the model trained on big data to our task. By fine-

tuning the task, we can have a good model for training on

big data. Further, we can adaptively update these models

for our tasks to achieve better results [14].

2.4 Style of learning transfer

There are three ways to implement transfer learning: (1)

transfer learning, freeze all convolutional layers of the pre-

training model, and only train your own custom connection

layer; (2) extract feature vector, first calculate the convo-

lution layer pair of the pre-training model The eigenvectors

of all training and test data, then abandon the pre-training

model and train only the self-customized fully connected

network; (3) finetune, freezes the partial convolution layer

of the pre-training model (usually the majority of the

convolutional layer close to the input), training the

remaining convolutional layer (usually a partial convolu-

tional layer close to the output) and the fully connected

layer [15–17].

2.5 Resnet and se-block

When building a convolutional network, the higher the

depth of the network, the richer the feature hierarchy that

can be extracted. When using deeper network structures to

obtain higher-level features, you will encounter problems

with gradient disappearance, explosion, and network

degradation. The above is not caused by overfitting, but by

the redundant network layer learning parameters that are

not identical mappings (the input and output of the layer

are identical). In order to solve the above problems, He

Kaiming et al. proposed a deep residual network (ResNet)

constructed by a residual block, which is to replace the

volume base layer (or fully connected layer) in the network

with a residual block. Convert the original identity map-

ping function into learning and optimization of the residual

function between input and output[18].

For different network models of layers, the residual

block can be divided into two types: building block and

bottleneck design. Bottleneck design is shown in Fig. 2b.

This module is typically used in ResNet50/101/152 net-

works with a large number of layers. Bottleneck design

connects the input data directly to the third layer through

the shortcut connection (the curve part in the figure), which

is equivalent to simply performing the equivalent mapping,

without generating additional parameters and increasing

computational complexity. In order to reduce the number

of parameters, the first 1 9 1 convolutional layer is used to

reduce the 256-dimensional data to 64 dimensions, and

then at the end by the 1 9 1 convolution to recover [19].

The basic network model chosen in this paper is ResNet-

50, which is mainly composed of three parts: one

7 9 7 9 64 input convolutional layer conv1, one FC layer

for classification, and conv2_x, conv3_x, conv4_x,

respectively. The convolution module of conv5_x contains

3 ? 4 ? 6 ? 3 = 16 building blocks, each block is 3

layers, so there are a total of 1 ? 16 9 3 = 49 convolu-

tional layers [20, 21].

Squeeze-and-excitation networks (SENet) is Hu Jie et al.

modeling the channel correlation between convolutional

neural network channels, learning feature channel weights,

using the ‘‘feature recalibration’’ strategy, selective by

learning global information. Enhancements contain fea-

tures of useful information and suppress useless features,

adaptively adjust and enhance the representation of con-

volutional neural networks. The SE module is independent

of the network module of the specific network structure,

and can be embedded in the existing CNN network model

with only a small increase in computational consumption,

thereby improving the network training performance of the

network model.

As shown in Fig. 2a, the SE module mainly includes

two sub-modules, squeeze and excitation. Squeeze is used

to convert local spatial features on each channel into global

spatial features, and excitation is used to learn the corre-

lation between feature channels.
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Squeeze uses the global average pooling to obtain the

statistics of each channel after obtaining the feature map of

each channel. The global spatial features are obtained, and

the global spatial features are obtained. The combined

compression forms a channel descriptor.

The SE module can be embedded in almost all network

structures, including embedded in the module network

structure with shortcuts, which can effectively improve the

generalization ability of the network. When the SE module

is added to the shallower layer of the network structure, the

quality of the low-level feature extraction can be enhanced,

while for deeper layers, the SE module can improve the

generalization of different data sets.

The SE module is embedded in the ResNet network and

is called SE-ResNet-50 [22, 23].

3 Data set and approach

The deep learning method is used to detect red jujube. The

original image is collected in the actual jujube inspection

production line and then the image is pre-processed to

obtain a set of jujube defect data. On this basis, a training

model is constructed and the training data and label data

are entered. Defects of red dates. On this basis, the training

model is constructed, and the training data and label data

are input into the convolutional neural network model for

training. Finally, the network model with better effect is

obtained, and the prediction and classification are carried

out based on this, so as to realize the automatic detection of

jujube defects.

3.1 Datasets and setup

The collection of jujube defects images is as shown in

Fig. 3. Fig. 3a is the actual collection of the production line

and the working principle of the acquisition, and Fig. 3b, c

is the actual image sample collected. In actual production,

the jujubes are placed between the blue rollers, and are

moved forward with the feeding conveyor belt, and the

conveyor belt contains a plurality of channels. Each

channel has three color industrial cameras located directly

above the conveyor belt. When the jujube moves directly

below the industrial camera, the camera captures the image

by the position sensor. In order to ensure that the image of

the surface of the jujube can be collected completely, the

roller rotates in the opposite direction of the advancing

direction while moving along with the conveyor belt. Due

to the frictional force, the jujube is still spinning while

advancing. By adjusting the belt speed and the roller

rotation rate, a complete image of the jujube surface can be

collected by different cameras on the same channel. Since

it is defect detection, if defects are detected in any image,

when the corresponding jujubes are sent from the conveyor

belt to the corresponding graded air nozzle, the graded air

nozzle will spray high-speed airflow of a certain speed to

blow it to the baffle and fall to the date collection box to

complete the grading process.

3.2 Image preprocessing

After the image is acquired, image preprocessing is

performed. In order to establish the jujube data set, the

Fig. 2 Bottleneck design and

se-resnet module
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image segmentation is mainly performed, and the

jujube object is separated from the complex

background.

Graying the collected color image is the first step of

image segmentation. Through the analysis of the collected

jujube images, it can be seen that the fruit tray is blue, the

production line chain is made of stainless steel, the bottom

background of the production line is dark blue or black,

only the jujube is red, and the color tone will not change

even if the light intensity changes. Therefore, if the weight

of the red channel can be increased and the contrast with

the non-red background can be increased, the purpose of

segmenting the image and extracting the red jujube area

can be better achieved.

By analyzing the above scene characteristics and veri-

fying by experiment, this paper designs the following

grayscale factors based on RGB color space:

E � G ¼ 1:4R� G ð1Þ

As shown in Fig. 4, compared with the default grayscale

processing method of OpenCV, the gradation factor

designed in this paper can effectively filter out the back-

ground and glare interference, and accurately segment the

jujube contour.

The steps of segmenting the collected jujube images are

as shown in Fig. 4c, d. The threshold segmentation method

of gray image adopts the OTSU threshold method based on

the optimal criterion of the smallest variance within the

class after segmentation, and performs dynamic threshold

Fig. 3 Image segmentation process
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segmentation to obtain the corresponding binary image

[24–26].

In order to accurately find the interest threshold with

complete jujubes, the binarized image is used for vertical

projection [27]. When the gray level mean of a column of

an image changes, it is reflected in the vertical integral

projection value. The vertical projection map is divided

into two parts, and the projection minimum value is,

respectively, searched as the boundary of the extraction

interest threshold, thereby extracting the ROI area.

For extracting the binary image of the ROI region, a

morphological closing operation is performed to eliminate

the black dot, and then, contour extraction is performed to

obtain the position information of the corresponding

jujubes. In order to prevent the presence of upper and lower

jujube in the collected image, the deformation coefficient U

is defined to distinguish:

U ¼ SDP
SHull

� 100%

In this expression, SDP is the area of the outer contour of

the target contour, and SHull is the area of the outer concave

polygon of the target contour. If the deformation coefficient

value is less than 90%, the target is considered to be the

upper and lower jujube, and the corresponding target is

discarded and will not be processed.

After determining that the extracted target is a normal

jujube, in order to facilitate subsequent processing, for each

extracted jujube, the outer section of the outline of the

truncated polygon is filled with black to remove the

background. In order to facilitate the subsequent process-

ing, in the color image with the background removed, the

affine transformation corrects the skewed target, and finally

intercepts the target with the smallest outer cut rectangle.

3.3 Simulation based image augmentation
method

The establishment of jujube datasets requires priority to

cover all types of defects, while also considering the

different sampling conditions, lighting conditions, and

even the effects of different varieties, origins, planting

environments, and seasons. However, some of these cate-

gories have lower probability of occurrence and are more

difficult to sample. In order to ensure the richness of

training samples, improve the generalization ability of the

model, and suppress over-fitting, it is necessary to use data

augmentation method to expand the sample size and type

[28].

This paper uses a simulation-based data augmentation

method (simulation based augmentation, SimAug), based

on the prior knowledge of the probability that different

samples may occur in the real environment, and assigns the

corresponding execution probabilities of different aug-

mentation operations.

As shown in Fig. 4, different sample processing meth-

ods are given different execution probabilities based on the

experience accumulated in previous studies on jujube

production. For example, in the sampling environment, the

displacement and rotation that often occur in jujubes will

increase the frequency of corresponding operations when

expanding. The image noise caused by motion blur and

network transmission instability is less likely to occur. The

frequency of processing will also be reduced accordingly.

There are five types of samples in the jujube data collection

in this paper. The data set before and after the data aug-

mentation method is shown in Table 1. Finally, we nor-

malize the size of the sample data, the size is unified to

Operation Origina
l image

Rotated
[-20°,20°]

Scaled
[80%,120

%]

Brightene
d

[0, 20)

Darkene
d

(-20, 0]

Noise-ad
ded

Dynamic-
blur-adde

d
Probabilit

y 0.80 0.80 0.15 0.15 0.05 0.03

Examples

Fig. 4 Different operations and corresponding probabilities in jujube simulation based augmentation

Table 1 Jujube dataset sample statistics

Categories Original Simaug

Healthy 598 3600

Rotted 340 1160

Split 347 1225

Peeling 205 920

Rust 203 880

Samples sum 1693 7785
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224 9 224, and the data are converted to lmdb format,

with sample tags for subsequent deep network training.

3.4 Network model design

The convolutional neural network uses the loss function to

evaluate the training model. The loss function is used to

estimate the degree of inconsistency between the predicted

value and the real value of the model. It is a non-negative

real-valued function. Different loss functions have different

meanings. The most commonly used loss function is the

softmax loss function using cross entropy loss (logloss).

The Softmax loss function has good separability, but the

Softmax loss function does not limit the features learned

between samples of different classes. Therefore, when

identifying similar samples, it is easy to be classified into

the same category, and the trained model is panned. The

ability and robustness are not high. For the classification

and classification of jujube defects, under different scenes

such as illumination, background and occlusion, it is easy

to appear that the intra-class distance is large and the dis-

tance between classes is small, which causes the intra-class

distance to be larger than the inter-class distance and cause

misclassification [29].

In order to reduce or limit the distance between similar

samples, and increase the distance between different cate-

gories of samples, to achieve fine-grained classification and

recognition of images, Florian Schroff et al. used the Tri-

plet loss function instead of the Softmax loss function to

map image features to the Euclidean space defines the

distance relationship between the homogeneous sample

and the heterogeneous sample. The distance between the

similar samples is reduced by using the triplet to calculate

the distance between the samples, and the heterogeneous

sample spacing is increased. The definition is as shown in

Eq. (3) [30, 31].

LTL ¼
Xn

i

jjf ðxai Þ � f ðxpi Þjj
2
2 � jjf ðxai Þ � f ðxni Þjj

2
2 þ a

h i

þ

ð3Þ

f ðxai Þ, f ðx
p
i Þ, and f ðxni Þ are three samples that map to

Euclidean Spaces. Through repeated learning, the distance

between feature expression of xa and xp should be as

small as possible, and the distance between feature

expression of xa and xn should be as large as possible, and

there should be a minimum interval a between the two

distances.

When the distance between feature expression of xa and

xn is less than the sum of a and the distance between feature
expression of xa and xn, the value in square brackets is

greater than zero, and a loss is incurred. Otherwise the loss

is zero. When the loss is not zero, the entire network is

adjusted by a back propagation algorithm to optimize the

feature extraction model.

The method of calculating distance by triples is used to

optimize the network, so that the acquired image features

can be more fine, and the fine-grained recognition can be

completed. However, compared with the softmax loss

function, the construction of the triple is very important.

Otherwise, the neural network converges slowly and is

more likely to over-fitting. Moreover, the method is mainly

for balancing data and does not deal with the data imbal-

ance. The Center loss function proposed by Wen Y et al.

learns one Center of each type of depth feature, punishes

the distance between depth feature and its class center by

measuring learning, so as to reduce the difference within

the class and effectively increase the difference between

classes [33, 34]. Therefore, Center loss is generally used in

combination with Softmax, as shown in Eq. (4).

LCL ¼ LS þ kLC

¼ �
Xm

i¼1

lg
ew

T
yi xi þ byiPn

j¼1 e
wT
j þ bj

þ k
2

Xm

i¼1

jjxi � cyijj22 ð4Þ

In Eq. (4), Cyi 2 Rd is the depth feature yi class center.

Where parameters K used to balance the weight of the two

loss functions.

3.5 Deep transfer learning

The purpose of transfer learning is to solve the problem

encountered in another environment by acquiring knowl-

edge in one environment, that is, transfer learning can

transfer the already trained model parameters to the new

model. Due to this ability to transfer learning, more and

more scholars are now combining deep learning with

transfer learning. Deep learning based transfer learning

refers to training the already trained model on the new

target again to obtain a CNN model suitable for the current

sample.

The fine-tune of deep networks is a common method of

deep network transference. Fine-tune uses an already

trained network to make adjustments for specific tasks.

Fine-tune saves time by not having to train the network

from scratch for new tasks [32].

We can also use deep networks to train raw data, rely on

the network to extract richer and more expressive features,

and then use these features as input to traditional machine

learning methods. This avoids complicated manual feature

extraction and automatically extracts more expressive

features.

The classification of jujube defects can be viewed as the

problem of fine-grained image classification (FGIC) [35].

Due to the small difference between defect images and the

high signal-to-noise ratio caused by the interference
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between similar images, the effective classification of

defect images usually requires the help of the sparse and

local features in the images.

In view of the task of classification and detection of

jujube defects, this paper combines the depth model with

transfer learning, first obtains the pre-training model gen-

erated by pre-training on the larger sample dataset, and

then trains on the jujube defect image samples to make the

pre-training model parameters. The parameter distribution

of the jujube defect image is fitted. Finally, the parameter

distribution is transferred to the jujube defects data set, and

the local sparse feature of the image is extracted to com-

plete the model transference.

4 Experiments and results

4.1 Experimental setup

The computer hardware configuration used in this experi-

ment is: Intel E3-1230V2 9 2 (3.30 GHz) CPU, based on

Pascal architecture NVIDIA GeForce GTX1080Ti graphics

card, 11 GB memory, 16 GB DDR3 Memory, hard disk

256 GB SSD. In terms of software, the operating system is

Ubuntu 16.04 LTS and the programming environment is

PyCharm. In the experiment, the algorithm preprocessing

and data enhancement are implemented in OpenCV and

Python. The CNN training and testing are implemented in

the deep learning open source framework Caffe

environment.

In the experiment of this paper, the data of the jujube

dataset are divided into three parts: training set, verifi-

cation set and test set, which are used for training, veri-

fication and testing of the transfer learning model. In the

data set partitioning, if the data set is divided into fixed

training set, verification set and test set, the training set

image cannot be tested, and the test set image cannot be

used to train the network, thus affecting the pan of the

model ability. Therefore, in this experiment, the pre-pro-

cessed sample images were randomly divided into five

equal numbers and tested separately. To ensure that the

data fits the model’s input size, the image is cropped to

224 9 224.

On the jujube dataset, we conducted four sets of

experiments using ResNet50 and SE-ResNet50 as the basic

network: (1) Transfer learning classification based on the

classical residual network using Softmax as the objective

function (denoted as ResNet50-Softmax and SE-ResNet50-

Softmax) (2) The residual network combined with the

traditional SVM classification (denoted as ResNet50-SVM

and SE-ResNet50-SVM); (3) The residual network com-

bined with the classification of the Triplet loss objective

function (denoted as ResNet50-TL and SE-ResNet50-TL);

(4) The residual network is combined with the classifica-

tion of the Center loss objective function (denoted as

ResNet50-CL and SE-ResNet50-CL). The specific experi-

mental process design is as follows:

Pre-training model. Using ResNet-50 and SE-ResNet-50

as the basic network, the ImageNet database is used for

pre-training, and the weight parameters of the neural net-

work are initialized to obtain the pre-training model of the

transfer learning.

A network model based on the Softmax classification

layer. The residual network layer of the target model is

initialized using the weight parameters of the pre-training

model, and then, fine-tuned training on the jujube data set

to obtain the final models ResNet50-Softmax and SE-

ResNet50-Softmax, and finally the performance of the

model is tested on the test set. Since the classical residual

network does not contain a hidden FC layer, the original

layer is replaced by a feature layer (2048 dimensions), and

a convolution kernel is added as 1 9 1, and the output is a

5-dimensional convolution layer.

The network model of the residual network combined

with the SVM. The feature layer 1 9 1 9 2048 dimension

vector in (2) is extracted as the extraction feature, and the

feature vector is normalized according to the L1-norm

standard. The feature vector features of all training images

were classified and trained by SVM, and the test images

were classified by SVM modules obtained by training.

The network model of the residual network combined

with the Triplet loss objective function. The softmax layer

in the pre-training model is removed, the layer of Triplet

loss is added, and fine-tuning training is performed on the

jujube data set to obtain models ResNet50-TL and SE-

ResNet50-TL.

The residual network combines the network model of

the Center Loss objective function. Similar to (4) the

models ResNet50-CL and SE-ResNet50-CL are trained.

This experiment uses accuracy, precision, and loss as

the evaluation index of the model. The correct rate is

divided into Top-1 accuracy (Acctop-1) and Top-5 (Ac-

ctop-5). The former predicts the correct number of sam-

ples/the total number of samples, and only the class with

the highest probability of prediction is correct. The cat-

egory is judged to be correct for prediction; the latter

assumes that the highest five of the predicted label

probability values contain the true label, which is the

correct classification.

In terms of hyperparameter setting, learning rate and

momentum are important parameters in the process of

convolutional neural network training. Set the initial

learning rate to 0.001, and reduce the learning rate by 1/10

every 3 periods, with a momentum of 0.5.
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4.2 Results and evaluation of experiments

Figure 5 shows the downward trend of the loss function of

each model on the jujube dataset, where the horizontal axis

represents the number of iterations and the vertical axis is

the Loss value. The train_loss curve represents the average

loss value of an iteration in the training set. The val_loss

curve refers to the iteration of an epoch, that is, the average

loss value of all the training sets after training and the test

on the verification set.

As can be seen from the comparison, it can be seen that

as the number of iterations increases, the model gradually

converges and the loss value eventually decreases to a fixed

range. Except for all models except ResNet50-CL and SE-

ResNet50-CL, the network model embedded in the SE

module is lower than the original model’s Loss value,

which indicates that the network embedded in the SE

module can better train the deep model. When the

ResNet50-CL and SE-ResNet50-CL models are iterated to

1500 iterations, they begin to converge, and no over-fitting

occurs. When iterating to 3000 iterations, it finally stabi-

lizes at around 0.1. Although the ResNet50-CL and SE-

ResNet50-CL models have little difference in the stability

of the Loss value, the convergence rate of the train_loss

curve in the ResNet50-CL model is slower than that of the

SE-ResNet50-CL model, and the curve oscillation is more

obvious.

After the above trained model was tested on the test set,

test results such as Table 2 and Fig. 6 were obtained.

As can be seen from Table 2, compared with the original

ResNet50-Softmax network, the Top-1 accuracy and

average correct rate of the SE-ResNet50-CL networkon the

jujube dataset increased by 5.89% and 3.63%, respectively.

This shows that the application of the powerful classifica-

tion network built by the SE module to the detection of

jujube defects significantly improves the recognition rate of

defects. This is mainly because the SE-shortcut structure

introduces the original information into the deep layer,

Fig. 5 Comparison of the progression of train loss and validation accuracy through the training period
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suppresses the degradation of the information, and then

pools and expands the receptive field, and fuses the shallow

information with the deep information at multiple angles,

so that the combined output contains multiple levels of

information. Enhanced the ability to express feature maps.

The SE module adaptively recalibrates the characteristic

response of the channel by explicitly modeling the inter-

dependencies between the channels, thereby further

improving the generalization capability of the network and

enhancing the image recognition performance of the

network.

Then we analyze the impact of using different loss

functions on the classification accuracy of the network

model. From the results, the classification performance is

the lowest when using the traditional Softmax method. The

network model using the Triplet loss and Center loss

methods is better than the model using the SVM method.

Compared with the Triplet loss method, the accuracy of

the Center loss method is improved, and the method is

simple to calculate. It avoids the selection of complex

training data input pairs in the model training of the Triplet

loss method, and improves the discriminating ability of the

model output features.

The experimental results show that the Center loss

method can better meet the high accuracy and real-time

requirements of the actual jujube defect detection and

quality sorting.

In order to further analyze, the performance of the

Center Loss method, the ResNet50-CL and SE-ResNet50-

CL models were tested on the test samples using the con-

fusion matrix, and the results were described and analyzed.

The confusion matrix is a visual classification effect dia-

gram, which can be used to describe the relationship

between the real category attribute of the sample data and

the recognition result [36].

It can be seen from Fig. 7 that the classification accu-

racy of different defects of the test samples of the jujube

data set and the types of defects and false positives that are

misjudged. Observing the defect categories that are easy to

misjudge, we can find that: (1) Whether the ResNet50-CL

model or the SE-ResNet50-CL model, the probability of

Fig. 6 Comparison of classification accuracy of different models

Table 2 Top-1 and Top-5 accuracy of jujube classification on test set

across different networks

Models Top-1(%) Top-5(%) Average accuracy

ResNet50-Softmax 82.42 100.00 88.64

SE-ResNet50-Softmax 84.53 100.00 89.56

ResNet50-SVM 84.11 100.00 89.27

SE-ResNet50-SVM 85.00 100.00 90.50

ResNet50-TL 84.56 100.00 91.48

SE-ResNet50-TL 87.14 100.00 93.17

ResNet50-CL 85.21 100.00 92.16

SE-ResNet50-CL 88.31 100.00 94.15
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the healthy class being misjudged is very low, and it may

be misjudged as the peeling class; The aspect is because the

number of healthy samples is the largest, the CNN model

extracts such sample features adequately, and on the other

hand, it may be that the healthy class samples are less

similar to other categories. (2) The rust class has the

highest probability of being misjudged, and is mainly

misjudged as the rotted class and the split class; this aspect

is because the sample distribution is uneven, and the Russet

defect sample is relatively small; On the other hand, there

is a great similarity between different defects. This is

mainly due to the fact that the SE shortcut structure inserts

the initial information into the deep layer, suppresses the

information degradation and then expands the receptive

field by aggregating and merging the shallow information

with the deep information from many angles so that the

combined output contains multiple levels of information.

Enhance the expressiveness of feature maps.

In order to explain the classification results of the model

to the sample, the features learned by the deeper convo-

lutional layer in the CNN model are visualized. Figure 8

uses the Grad-CAM visualization method to visualize the

output of the last convolutional layer of the SE-ResNet50-

CL model. It visually shows which areas play a crucial role

in identifying the classification. Grad-CAM is improved

based on the CAM (Class Activation Map) method. Grad-

CAM uses the global average of the gradient to calculate

the weight of the feature map. After obtaining the weight of

the category for all the feature maps, the weighted sum is

obtained. A thermogram can be obtained [37, 38]. In

Fig. 7, the Grad-CAM visualization shows the importance

of the different features extracted when class discrimina-

tion. The closer the color is to the red feature, the more

important the color is. The closer the color is to the blue

feature, the less important the classification result is. The

Guided Backprop visualization can get all the features that

work for the classification, highlighting the fine-grained

details, but not the importance of the different features.

Guided Grad-CAM is a visualization that combines the two

to create a level of detail that combines fine-grained detail

features with different features.

From the results in Fig. 8, it can be seen that except for

the healthy sample, the areas in the other visualizations that

play a more significant role in predicting the classification

of the model are the areas where the jujube defects are

located, which proves that the model does extract the

corresponding features from the image. From the visual-

ization results, some reasons for misclassification of cate-

gories can also be analyzed: the surface of the red sample

of the healthy sample is smooth under the illumination of

the external light source, and the peeling sample also

exhibits a highlight characteristic due to the damage of the

red jujube skin. These two types of features are similar,

resulting in misclassification; similarly, the features

extracted by the rotted sample and the split sample are

similar, and may also cause misclassification; for the rust

sample, the area occupied by the heat map area is signifi-

cantly smaller than the actual fruit rust area, showing only

the fruit rust in the right half area, while the fruit rust in the

left half area has less effect on the classification. The main

reason for this phenomenon may be: in the Grad-CAM

algorithm, the heat map is generated by features from the

upper layers of the network. This feature preserves high

semantic features but loses part of the spatial information.

This makes the final visual result have a certain error in

space. Of course, probably because there are too few

training samples in the rust category, the trained model

Fig. 7 The confusion matrix of center loss method
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Fig. 8 Heatmap of SE-ResNet50-CL.27 Figure a, b, c, d, and e, respectively, present healthy, rotted, split, peeling, and rust samples
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does not fully extract the features used to identify the rust

defects.

5 Conclusions and future work

In this article, oriented to the classification requirements of

dry red date defect detection, a small data set detection

model for red date classification based on the convergent

neural network and migration learning is proposed. The

original images collected from the actual jujube production

line were pre-processed and a small data set containing five

categories of jujube defects was created. Triplet loss

function and Center loss function were used to replace

softmax loss function and embed SE module, and the SE-

ResNet50-TL and SE-ResNet50-CL models were designed.

The experiment shows that the SE-ResNet50-CL model

optimizes the fine-grained classification problem of jujube

defects identification, and the test accuracy reaches

94.15%. The model has good stability and high identifi-

cation accuracy.
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