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A B S T R A C T   

Quick response codes are widely utilized in commodity anti-counterfeiting, and their traceability via smart
phones is an effective authentication method. However, quick response codes are susceptible to illegal dupli
cation, and the images captured by smartphones are easily affected by changes in light and environmental noise, 
leading to unsatisfactory verification results. To address these issues, this paper introduces a novel approach by 
combining the squeeze-excitation attention module with bottleneck residual block. It presents a squeeze- 
excitation bottleneck residual network for printer source identification of quick response codes. The squeeze- 
excitation attention module pays more attention to the features that represent the printer attributes, reduces 
the interference of useless information, and has low computational consumption; while the bottleneck residual 
block has the advantages of few parameters, strong feature extraction capability, and good expandability. Thus, 
the performance can be improved effectively only with a small increasing in parameters. The experimental re
sults verify that the proposed method achieves an accuracy of 98.77% under smartphone capture conditions, it 
outperforms other convolutional neural network-based methods in terms of identification accuracy. The deep 
learning model proposed in this paper can be generalized and applied to the printer source identification of paper 
content in the civil, criminal investigation and judicial fields.   

1. Introduction 

With the rapid development of 5G information technology and the 
rapid popularization of smartphones, quick response (QR) code, as 
shown in Fig. 1, has been widely used in many fields. Generally, QR code 
is printed on the packaging of various products such as printed matter, 
food, medicine, cosmetics, tobacco and alcohol, tea, and daily neces
sities, acting as anti-counterfeiting labels, so that consumers can easily 
scan these QR codes through smartphones, and identify the authenticity 
of products while obtaining products information (Focardi et al., 2019; 
Aini et al., 2020). However, QR code itself does not have 
anti-counterfeiting function, and is easy to be forged by illegal copying 
(Chen et al., 2019). Forged QR code is bound to counterfeit and shoddy 
product, then circulated into the market, which is likely to cause eco
nomic disputes and criminal cases. Therefore, it is an urgent task to 
develop an effective and appropriate testing tool to identify the printer 
source of QR code. 

When a digital image of QR code is printed, the QR code takes on the 

inherent characteristics of the printer, also known as the printer’s 
“fingerprint” (Ali et al., 2003). Note that each printer’s fingerprint is 
unique (Jain et al., 2020; Bibi et al., 2019; Oliver and Chen, 2002), 
which provides a basis for the identification of printer source of QR 
code. The rapid development of smartphones has made it relatively easy 
to obtain digital images of QR codes, and identifying the printer source 
of QR codes through smart phones is a fast, convenient and reliable 
method. However, compared with the previous identification method of 
obtaining digital images by scanner, the way of shooting and collecting 
with smartphones is affected by factors such as light changes and 
ambient noise, and the quality of the captured digital QR code images is 
degraded to a certain extent, which makes the effect of printer source 
identification unsatisfactory, and there is an urgent need to design an 
effective solution. 

In order to meet the public’s demand for convenient anti- 
counterfeiting authentication using smartphones, this paper proposes 
a network that combines bottleneck residual blocks (BRB) (He et al., 
2016) and Squeeze-Excitation (SE) attention mechanism (Hu et al., 
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2018) to deal with the printer source identification of QR codes captured 
by smartphones. The use of SE attention mechanism allows the proposed 
network to pay more attention to the information related to the printer 
attributes and suppress the influence of useless information, which en
ables the proposed convolutional neural network to outperform the 
state-of-the-art method in terms of accuracy, with an identification ac
curacy of 98.77%. The main contributes of this paper are as follows:  

(1) In order to fully extract the “fingerprint” features that represent 
printer attributes while suppressing the interference of irrelevant 
information such as noise, this paper combines the Bottleneck 
Residual Block and the Squeeze-Excitation module to design a 
Squeeze-Excitation Bottleneck Residual Block (SE-BRB).  

(2) The SE-BRB is used as the basic unit to propose a QR code printer 
identification network under the conditions of smartphone 
shooting and acquisition.  

(3) Nine printers and five smartphones are used to build a self-built 
QR Code data set, which makes up for the fact that no publicly 
available smartphone-captured data set for identifying the printer 
source of QR code exists yet.  

(4) We evaluate the performance of the proposed method against the 
existing methods on our self-constructed data set, the results 
show that the proposed method provides better accuracy in 
printer source identification. 

The paper is organized as follows. Section 2 is related works. Section 
3 is the proposed method, including the composition, principle and 
overall identification process of the proposed squeeze-excitation 
bottleneck residual network. Section 4 is the experiment results and 
discussion, including experimental settings, data set production, abla
tion experiment and comparative experiments. The last section contains 
conclusion and future improvements. 

2. Related works 

Most of the existing printer source identification methods are 
designed for documents, calligraphy and paintings, and banknotes. For 
example, Tsai (Tsai et al., 2016) used gray level co-occurrence matrix 
(GLCM) and discrete wavelet transform method to extract the features of 
scanned Chinese characters to find the print source. Choi (Choi et al., 
2013) proposed a color laser printer source identification method based 
on noise texture analysis and support vector machine (SVM) classifier in 
order to detect the source of color printed matters such as artworks and 
banknotes. Zhou (Zhou et al., 2016) studied printer source identification 
independent of text content, and proposed a method based on synthetic 
texture analysis, using fast fourier transform (FFT) and GLCM method 
for feature extraction, and then using SVM for classification. Mikkilineni 
A K (Mikkilineni et al., 2010) developed a printer source identification 
system using the intrinsic signature of the printer combined with texture 

and band features. Nguyen (Nguyen et al., 2019) performed a statistical 
analysis of printed patterns at microscopic scale, used shape descriptors 
as features, and developed a classification algorithm based on SVM and 
random forests for printer source identification. Hamzehyan (Ham
zehyan et al., 2021) proposed a new method of printer source identifi
cation based on the Gaussian Mixture Model-Universal Background 
Model (GMM-UBM) method and joint factor analysis by modeling the 
main local binary pattern in the total variable printer space and 
extracting secondary features based on joint factor analysis. However, 
the above methods are manually designed feature extraction and feature 
selection methods based on expert experience, which is time-consuming. 
In addition, random selection of training and testing samples leads to 
complex processing process, and it is necessary to repeat the whole 
process several times, which will undoubtedly consume a lot of 
manpower, material and financial resources. 

In recent years, deep learning (LeCun et al., 2015; Theodoridis, 2015; 
Jiang et al., 2022) has been widely used in computer vision, image 
processing and other fields. Convolutional neural network (CNN) (Gu 
et al., 2018; Khan et al., 2020) is one of the most representative algo
rithms in the field of deep learning, and has made breakthroughs in 
computer vision issues, e.g., image classification (Chan et al., 2015; He 
et al., 2019), object detection (Druzhkov and Kustikova, 2016; Zhao 
et al., 2019; Roy and Bhaduri, 2023), and image segmentation (Minaee 
et al., 2021; Wang et al., 2018; Ghosh et al., 2019). Some preliminary 
researches on the application of CNN to the identification of printer 
sources of documents or photos have been performed. Anselmo Ferreira 
(Ferreira et al., 2017) designed a deep learning method for the identi
fication of laser printer attributes based on the analysis of small block 
character patterns, using multiple shallow CNNs to learn multiple rep
resentations of the same character and fusing the features. A special 
equipment was used for data collection, which will undoubtedly 
consume a lot of financial, material and time resources. Do-Guk Kim 
(Kim et al., 2019) proposed a color laser printer identification method 
based on deep neural network and cascaded learning, used adversarial 
training to train the refiner network, decomposed the halftone color of 
the synthesized pattern data set, trained the decomposition network 
through the refined data set, and transferred the trained knowledge to 
the printer identification network to ensure high-precision identification 
results. However, it is designed for source color printer, and its halftone 
decomposition method is not applicable to the black-and-white image of 
anti-counterfeiting QR code. Min-Jen Tsai (Tsai et al., 2019) designed a 
shallow CNN to perform printer source authentication on images and 
document data collected by microscopes and scanners, and achieved 
roughly the same effect as shallow machine learning. However, its 
recognition performance will be significantly degenerated under the 
condition of mobile device acquisition. Guo (Guo et al., 2020) proposed 
a convolutional neural network for printer source identification of QR 
codes scanned by scanners, named PSINet, which is mainly composed of 
residual modules and achieved high identification accuracy on eight 
printers. This is because the scanner is specialised equipment, the QR 
code image scanned by scanner is clear and of high quality, so it is easy 
to extract the features that represent the attributes of the printers. 
However, the scanner is large in size, inconvenient to carry, and has a 
limited application range. 

In summary, most of the current studies on printer source identifi
cation use specialised equipment such as scanner or microscope, which 
has the problems of large size and inconvenience of carrying, and there 
are few studies on smartphone-oriented QR code printer source identi
fication. With the popularity of smartphones and the convenience of QR 
code image acquisition, printer source identification of anti- 
counterfeiting QR code captured by smartphones has become an ur
gent need for commodity anti-counterfeiting and document forensics, 
and has important research value and application significance. There
fore, we design a new deep learning solution for QR code images 
captured by smartphones, aiming to achieve universal and convenient 
QR code authentication. 

Fig. 1. QR code.  
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3. The proposed identification method 

3.1. Bottleneck residual block 

The BRB was proposed by He Kaiming (He et al., 2016) in 2015, and 
ResNet built on BRB won the championship in the ILSVRC competition 
that year. The BRB module is formed by stacking 1× 1, 3× 3 and 1× 1 
convolutional layers, as shown in Fig. 2, 256 channels are reduced to 64 
channels by the first 1 × 1 bottleneck layer, and then restored to 256 
channels by the last 1 × 1 bottleneck layer; the ReLU activation function 
(Agarap, 2018) enhances the nonlinearity of the module and alleviate 
the degradation problem due to deeper network layers and degradation 
of the weight matrix. The convolution and activation operations are 
denoted by F(xl,Wl), and the BRB module learns the residual term during 
the training process, which can be expressed as Eq. (1): 

F(xl,Wl)=H(xl+1) − xl (1)  

When F(xl,Wl) = 0, there is H(xl+1) = xl, which is the identity mapping. 
During iterative training, the output of the L-th layer can be expressed as 
follows: 

xL =
∑L− 1

i=l
F(xi,wi) + xl (2) 

From Eq. (2), it can be seen that any layer in the residual network 
can be represented by the output of the previous layer xl and the residual 
part 

∑L− 1
i=l F(xi,wi). 

Meanwhile, the design of identity mapping branch transmits the 
shallow extracted features directly backward, which achieves feature 
reuse without increasing the parameters and avoids the loss of features 
in the CNN. According to the chain derivative rule, the back propagation 
of the residual network can be expressed as follows: 

∂J
∂xl

=
∂J
∂xL

∂xL

∂xl
=

∂J
∂xL

(

1 +
∂

∂xl

∑L− 1

i=l
F(xi,wi)

)

=
∂J
∂xL

+
∂J
∂xL

∂
∂xl

∑L− 1

i=l
F(xi,wi)

(3)  

Where L represents the number of deep layers; l represents the number of 
shallow layers; xi and wi represent the input and weight of the i-th layer, 
respectively; xL represents the output of L-th layer; J represents the loss 
function; ∂J/∂xL indicates that the gradient of the L-th layer is directly 
transferred to the shallow i-th layer. The value of the component 
∂

∂xl

∑L− 1
i=l F(xi,wi) determines whether the problem of gradient disap

pearance will occur during the backpropagation of the residual network. 
Due to the non-negativity of the activation function ReLU, the chain 
derivation result in the brackets of formula (3) is non-negative. Hence, 
the value of the part in the brackets is greater than 1, thus avoiding the 
gradient disappearance and solving the degradation problem of CNN 
with no increasing of the parameters and computation of the CNN at the 
same time. 

3.2. Squeeze-excitation module 

SE module is shown in Fig. 3, which is divided into two parts: 
Squeeze and Excitation. The Squeeze part compress the features of 
dimension H × W × C using global mean pooling to obtain dimension 
1× 1× C, where H denotes height, W denotes width, and C denotes the 
number of channels. H × W becomes one-dimensional after squeeze 
operation, which makes the global features of H × W assigned to the 
squeezed parameters and increases the perceptual area. The Excitation 
part is a fully connected layer that takes the squeeze part 1 × 1 × C as 
input and predicts the importance of each channel. Then, the Scale 
operation greatly enhances the main features and enables the effective 
improvement of the recognition accuracy of the CNN model. 

The principle of the SE module is as follows. First, the input features 
X are mapped to U by the given mapping condition Ftr with X ∈ RH′×W′×C′ 

and U ∈ RH×W×C, which can be described by 

Ftr : X → U,X ∈RH′×W′×C′
,U ∈ RH×W×C (4) 

Specifically, Ftr is a standard convolution operation, which is calcu
lated as follows: 

uc = vc ∗ X =
∑C′

s=1
vs

c ∗ xs (5)  

where ∗ denotes the convolution operation, vc = [v1
c ,v2

c , ...,vC′
c ], X = [x1,

x2, ..., xC′
]. vs

c is a two-dimensional spatial kernel representing a single 
channel of vc, which acts on the corresponding channel of X. The output 
uc is generated by summing all channels, with channel dependencies 
implicitly embedded in vc and these dependencies entangled with the 
spatial correlations captured by the filter. 

Then, after the Ftr operation, we get U, followed by the Squeeze 
operation, which is essentially global average pooling: 

zc =Fsq(uc)=
1

H × W

∑H

i=1

∑W

j=1
uc(i, j) (6) 

The Fsq operation converts the input H × W × C to the output 1× 1×

C, turning each two-dimensional feature channel into a real number that 
somehow has a global field of perception and the dimensionality of the 
output matches the number of feature channels of the input. 

Next the Excitation operation is geared towards recalibrating the 
channel information after compression of the feature information 
resulting from the compression operation, as shown by 

s=Fex(z,W)= σ(g(z,W))= σ(W2δ(W1z)) (7)  

Fig. 2. Structure of bottleneck residual block.  
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where z denotes the result after the Squeeze operation, W1 ∈ RC
r×C,W2 ∈

RC×C
r , with r being the scaling parameter which is set to 16 in this paper 

and its purpose is to reduce the number of channels and reduce the 
amount of calculation. W1z indicates the operation of the fully con
nected layer. δ represents the activation function Relu, and the output 
dimension after processing in this step remains unchanged, and then 
multiplied by W2, which also represents the operation of the fully con
nected layer with the output dimension being 1× 1× C. σ represents the 
activation function sigmoid, and the output after processing is s. 

The final output of the SE module is obtained by rescaling the 
transformation output U with the activations, i.e., 

x̃c =Fscale(uc, sc)= sc⋅uc (8)  

where uc is a two-dimensional matrix, sc represents the weights, and the 
Fscale operation is equivalent to multiplying each value in the matrix uc 
by sc. 

3.3. SE-BRB module 

By adding the Squeeze and Excitation module after the last 1 × 1 
convolutional layer of the BRB module, the SE-BRB module can be 
formed, as shown in Fig. 4, which can explicitly represent the relation
ship between the feature channels, so that the information between the 
channels can be interacted. The rescaling method are used for the 
extracted features, and then the weight are obtained according to the 
importance of the channels, that is, automatically obtain the importance 
of the feature channel through CNN’s learning. The complexity of the 
CNN is reduced significantly, and the recognition accuracy of the CNN is 
therefore improved. 

3.4. Printer source identification network based on SE-BRB module 

For the printer source identification of QR codes, since the differ
ences between categories are relatively subtle, the input image data 
need to be divided into blocks to avoid the interference of content, and 
the size of the image block is small. 

This paper proposes a printer source identification network based on 
SE-BRB module, named SE-BRB-Net, with a total of 14 layers, as shown 
in Fig. 5. The SE-BRB-Net mainly contains a input layer, a 3 × 3 con
volutional layer, an average pooling layer with a kernel size of 3 × 3, 
four SE-BRB modules, a global average pooling layer, and a fully con
nected layer. Each SE-BRB module is composed of a BRB and a SE 
module, as shown in the rectangular box in Fig. 5. The composition and 
principles of the BRB and SE module have been introduced in detail in 
Section 3.1 and Section 3.2 respectively, and the SE-BRB module is 
introduced in detail in Section 3.3. A Batch Normalization layer is 
introduced after each convolutional layer in the BRB module with the 
aim of accelerating the training process and improving the generaliza
tion ability of the model, the use of ReLU activation function increases 
the nonlinearity of the network. Connected after the fourth SE-BRB 
module is the global average pooling layer, which can reduce network 
parameters and speed up the training process. 

Table 1 shows the parameters of the SE-BRB-Net, and the model 

complexity is relatively low since both 3 × 3 and 1 × 1 sized convolu
tions are used, which is more suitable for solving the small-size image 
identification problem in the field of printer source identification. The 
Softmax function maps the feature vectors into probability distributions 
as shown in Equation (9). Since the number of used printers is 9, the 
output of the fully connected layer is set to 9. 

f (zi)= −

(
ezi

∑n
i=1ezi

)

(9)  

where i denotes the category label and n denotes the number of cate

Fig. 3. Squeeze and excitation module.  

Fig. 4. SE-BRB module.  
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gories. 

3.5. The overall identification process 

The overall flow of the proposed scheme is shown in Fig. 6, which 
mainly included two part: training process and testing process, which 
are shown in detail as follows:  

(1) Printing and collection of QR codes: The authentic QR code labels 
were obtained by printing digital QR codes using officially 
authorized printers. Forgery was performed by scanning and then 
printing on the basis of the authentic QR codes, and a total of 
eight all-in-one printers and copiers were used for forgery in this 
paper. In terms of QR code collection, five smartphones were 
used.  

(2) Image block preprocessing: The size of genuine QR codes and 
eight types of counterfeit QR codes are unified to 512× 512, and 
are divided into training set, validation set, and test set according 
to the ratio of 3:1:1. The QR codes have been divided into blocks, 
and the size of the image block is determined to 64 × 64 in this 
paper.  

(3) SE-BRB-Net training: Train the SE-BRB-Net, and obtain the 
printer source identification model through hyper-parameter 
optimization.  

(4) Model testing: The QR code image blocks in the test set are input 
to the CNN model for prediction, the prediction accuracy of each 
block is obtained, and then average the prediction accuracy rates 
of all image blocks to determine the printer source of the QR code 
to be tested. 

4. Experimental results and discussion 

4.1. Experimental setup 

The hardware and software used for the experiments are shown in 
Table 2. 

4.2. Data set production 

At present, there is no publicly available data set for research on 
printer source identification of QR code collected from smartphones. 
Therefore, we built our own QR code data set. First, the officially 
authorized printer Toshiba e-studio 2051c- 11606695 was used to print 
48 QR codes with different contents as a batch of genuine QR codes. 
Next, 8 printers of different brands and models were used as counterfeit 
printers, and each printer printed 48 QR codes with different contents. 
The brands and models of all printers are shown in Table 3. 

Then, 5 mobile phones of different brands or models were used to 

Fig. 5. The overall framework of SE-BRB-Net.  

Table 1 
Parameters of SE-BRB-Net.  

Module The output feature map size Parameters 

Input 64 × 64 × 1 
Conv1 64 × 64 3 × 3 × 64   

Stride:1 Padding:1 
Ave_Pooling 32 × 32 3 × 3 × 64   

Stride:2 Padding: 0 
SE-BRB1 32 × 32 1 × 1 × 64 Stride:1   

3 × 3 × 64 Stride:1   
1 × 1 × 256 Strdie:1 

SE-BRB2 32 × 32 1 × 1 × 64 Stride:1   
3 × 3 × 64 Stride:1   
1 × 1 × 256 Strdie:1 

SE-BRB3 32 × 32 1 × 1 × 64 Stride:1   
3 × 3 × 64 Stride:1   
1 × 1 × 256 Strdie:1 

SE-BRB4 32 × 32 1 × 1 × 64 Stride:1   
3 × 3 × 64 Stride:1   
1 × 1 × 256 Strdie:1 

Global_Ave_Pooling 1 × 1 – 
Softmax 1× n  

Fig. 6. Overall identification process.  
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photograph the QR codes produced by each printer, as shown in Table 4, 
so 240 QR codes corresponding to each printer were collected. 

Finally, a total of 2160 QR codes are collected, the image size of each 
collected QR code is unified to 512 × 512. In the field of printer source 
identification, the differences between categories are subtle, and the 
interference caused by image content can be avoided effectively through 
block processing, and the difference between categories can be ampli
fied. Therefore, each QR code is divided into 64 patches, each of which is 
64 × 64 in size, and the number of QR code patches corresponding to 
each printer is 15,360, so there are 138,240 QR code patches in total. 
The examples and numbers of QR code patches produced by each printer 
are shown in Table 5. 

As can be seen from Table 5, there are differences in the image 
texture of the QR codes produced by the different printers. The QR code 
image printed by the official printer is relatively regular, but the coun
terfeit process has undergone secondary printing. The quality of the 
counterfeit QR code pattern has declined to a certain extent, and the 
pattern printed by each counterfeit printer has different textures. 
Although the QR code pattern printed by Canon Image Runner Advance 
6575 is clear, the pattern has a certain distortion, which is mainly caused 
by the geometric distortion of the printer. While the quality of the 
pattern printed by RICOH Imagio MP 7502 is distorted obviously, and 
even the pixels in the QR code pattern are seriously lost, which is caused 
by the loss of printing equipment and uneven toner diffusion. The above 
phenomena provide a basis for identifying the printer source of QR 
codes. 

The QR code patch data are divided into training set, validation set 
and test set according to the ratio of 3:1:1, in which there are 82,944 
image patches in the training set, 27,648 image patches in the validation 
set, and 27,648 image patches in the test set, as shown in Table 6. 

4.3. Ablation experiment of squeeze-excitation attention module 

This section analyzes the effect of Squeeze-Excitation module on the 
performance of SE-BRB-Net through ablation experiment. The hyper- 
parameters of SE-BRB-Net are shown in Table 7. 

The confusion matrix is used to measure the accuracy of the 

Table 2 
Experimental platforms and parameters.  

Platforms Parameters 

Notebook HP OMEN 17-w119TX 
CPU Intel Core i7- 7700HQ (2.80 GHz,16 GB) 
GPU Nvidia Geforce GTX1070 (8 GB) 
Operation System Windows10 
Deep learning framework Caffe and Digits 6.0 
CUDA 9.0 
CUDNN 7.0.5  

Table 3 
Brands and models of printers and number of QR codes.  

No. Brand Model Number of QR codes 

P0 Canon image Runner ADVANCE 6575 48 
P1 Epson L15168 48 
P2 Leovo MD7600 48 
P3 RICOH Aficio MP7502-I 48 
P4 RICOH Aficio MP7502-II 48 
P5 RICOH Aficio MP8001 48 
P6 RICOH Aficio MP7001 48 
P7 RICOH imagio MP 7502 48 
P8(Official) Toshiba e-studio 2051c-11606695 48 
Total 432  

Table 4 
Brands and models of smartphones.  

No. Brands Models 

S1 Huawei Mate40 Pro 
S2 Huawei Nova5 Pro 
S3 Iphone X 
S4 Iphone 13 
S5 Redmi K30  

Table 5 
Examples and number of QR code patches produced by each printer.  

The models of 
printers 

Examples of QR code patches Number of 
image 
patches 

Canon image 
Runner Advance 
6575 

15,360 

Epson L15168 15,360 

Lenovo MD 7600 15,360 

RICOH Aficio MP 
7502- I 

15,360 

RICOH Aficio MP 
7502- II 

15,360 

RICOH Aficio MP 
8001 

15,360 

RICOH AficioMP 
7001 

15,360 

RICOH imagio MP 
7502 

15,360 

Toshiba e-studio 
2051c-11606695 
(Official) 

15,360 

Total 138,240  

Table 6 
The data set distribution.  

Data set Number of samples 

Training set 82,944 
Validation set 27,648 
Test set 27,648 
Total 138,240  
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classification model：The true labels are represented by rows and the 
predicted labels are represented by columns, the correct predictions can 
be derived from the values on the diagonal, and a larger sum of all values 
on the diagonal generates a greater number of correct predictions, 
leading to a more effective model. 

First, the SE module is removed from SE-BRB-Net and experiment is 
performed on the self-constructed data set, and the results are shown in 
Table 8. Then the experiment is conducted on the same data set using SE- 
BRB-Net, the hyper-parameter settings are the same for both sets of 
experiments, and the results are shown in Table 9. 

From Tables 8 and 9, it can be seen that when the SE module is 
removed, the identification accuracy of SE-BRB-Net (without SE mod
ule) decreases on seven printers numbered P1, P2, P3, P4, P5, P6, P7, 
while there is only a small increase in the identification accuracy on the 
printers P0 and P8. In terms of overall identification accuracy, the ac
curacy of SE-BRB-Net (without SE module) is 98.45%, while the accu
racy of SE-BRB-Net is 98.77%. It can be concluded that the addition of 
the SE module increases the identification accuracy of SE-BRB-Net by 
0.32%, verifying the effectiveness of the SE module. 

4.4. Comparative experiments with different deep learning models 

In the field of printer source identification, the commonly used CNNs 
include AlexNet (Krizhevsky et al., 2012) and GoogLeNet (Szegedy 
et al., 2015) and ResNet18 (He et al., 2016). In addition, there are CNNs 
proposed based on the characteristics of printer source identification, 
including PDSI proposed by Tsai (Tsai et al., 2019) and PSINet proposed 
by Guo (Guo et al., 2020): PDSI was designed in the order of 5 × 5 conv1 
layer，max pooling layer，5 × 5 conv2 layer, maxing pooling layer，5 
× 5 conv3 layer, average pooling layer, fully connected layer and was 
mainly used for printer source identification of text documents collected 
by scanner and microscope, PSINet was designed in the order of 5 × 5 
convolutional layer, average pooling layer, BRB1, average pooling layer, 
BRB2, average pooling layer, BRB3, global average pooling layer, and a 
fully connected layer, the kernel sizes of all average pooling layers are 5 
× 5, and PSINet was mainly used to identify the printer source of QR 
codes collected by scanner. Hence, this paper makes comparison with 
the above deep learning methods to verify the effectiveness and supe
riority of the proposed method, and the number of layers and parameters 
of each CNN are shown in Table 10. For PSINet, PDSI and the proposed 
SE-BRB-Net, the image size of the data set used in the experiments is 64 
× 64. While for AlexNet, GoogleNet and ResNet18, the input image 
block size is standardized to 227 × 227 or 224 × 224 to meet the optimal 
performance requirements of these CNNs. 

The confusion matrices of AlexNet, PSINet, PDSI, GoogleNet, 
ResNet18 and the proposed SE-BRB-Net are shown in Tables 11–16 

respectively. 
It can be seen from Table 11 that the overall identification accuracy 

of AlexNet is 79.08%, and the performance on each printer is as follows: 
The identification accuracy on printers P1, P7 and P8 all exceeded 90%, 
and the printer P8 performed the best, with a recognition accuracy of 
96.68%. The identification accuracy on printer P4 exceeds 80%, while 
the identification accuracy on the printers P0, P2, P5 and P6 is only 
above 70%. The identification accuracy on printer P3 is only 51.82%, 
which is the worst performance. The analysis found that the printer P3 is 
easily misclassified as printers P4 and P5, because printers P3, P4 and P5 
belong to the same brand, and P3 and P4 belong to the same model, and 
the inherent features between printers of the same model are very 
similar, and the differences are relatively subtle. The size of the image 
input by AlexNet is large, and the inherent features that represent the 
properties of the printers cannot be extracted accurately. The convolu
tion kernel of the first convolutional layer is 11 × 11, and large-scale 
convolution filters out the inherent features representing printer prop
erties, resulting in unsatisfactory identification results. 

It can be seen from Table 12 that the overall identification accuracy 
of PSINet is 91.87%, and the performance on each printer is as follows: 
PSINet performs best on printer P1, with a identification accuracy of 
99.84%.The identification accuracy on printers P0, P2, P4, P6, P7 and 
P8 all exceed 90%, with 92.45%, 90.85%,95.35%, 94.82% and 99.74% 
respectively. The identification accuracy of PSINet on P5 ranged from 
80% to 90%, at 82.91%. The identification accuracy on P3 only excee
ded 70%, at 76.4%. PSINet is mainly designed for printer source iden
tification of QR code images scanned by the scanner, the scanned QR 
code image quality is high and clear, so PSINet with simple structure can 
achieve desired identification result. However, the scanner is specialised 
equipment and have problems such as large size and inconvenience to 
carry, making it difficult to be widely used. Therefore, this paper pro
poses printer source identification for QR codes captured by smart
phones. In this case, the QR code image are affected by light changes and 
ambient noise, making it difficult to effectively extract the subtle fea
tures representing printer attributes, resulting in a significant degrada
tion in the performance of PSINet. 

It can be seen from Table 13 that the overall identification accuracy 
of PDSI is 92.18%, and the performance on each printer is as follows: 
The identification accuracy on printers P0, P1 and P8 all exceeded 99%, 
with the highest accuracy achieved on printer P8 at 99.48%. The iden
tification accuracy on printers P2, P4, P6 and P7 all exceeded 90%, with 
90.72%, 93.75%, 93.95% and 96.42%, respectively. The identification 
accuracy on printer P5 is 83.89%, and the worst performance is on 
printer P3, which has an identification accuracy of 78.81%. Although 
PDSI has only 4 layers, the overall identification accuracy is 13.1% 
higher than that of AlexNet. This is because the image input size of PDSI 
is small, which avoids the interference caused by the image content in 
the process of subtle feature extraction. Hence, it is easier to accurately 
extract the inherent features of the printer, and the convolution kernel 
size of the first convolutional layer is small, which can more accurately 
extract subtle feature differences representing printer attributes. 

We see from Table .14 that the overall identification accuracy of 

Table 7 
Hyper-parameters of the proposed SE-BRB-Net.  

Learning rate: 0.001 Momentum: 0.9 Batch size:32 

Epochs: 30 Weight decay:0.0001 Solver step: SGD  

Table 8 
Confusion matrix of SE-BRB-Net (without SE module).  

Avg 98.45% Predicted (%) 

P0 P1 P2 P3 P4 P5 P6 P7 P8 

Actual (%) P0 99.25 0 0.16 0.16 0.03 0.26 0.14 0 0 
P1 0.07 99.84 0.03 0 0 0.03 0 0.03 0 
P2 0.20 0 98.44 0.75 0.58 0.03 0 0 0 
P3 0.42 0 0.26 94.89 1.79 2.34 0.10 0.17 0.03 
P4 0.03 0 0.06 0.76 99.06 0.06 0 0 0.03 
P5 0.20 0.03 0.03 2.54 0.03 95.9 0.94 0.33 0 
P6 0.10 0 0 0.16 0 0.33 99.38 0.03 0 
P7 0 0 0 0.16 0 0.53 0.03 99.28 0 
P8 0 0 0 0 0 0 0 0 100  
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GoogLeNet is 89.4%, and the performance on each printer is as follows. 
The identification accuracy on printers P1, P7 and P8 all exceed 99%, 
with the highest accuracy of 99.8% on printers P7 and P8. The identi
fication accuracy on P2 is 93.29%; the identification accuracy on P0, P4, 
P5 and P6 is between 80% and 90%; the identification accuracy on 
printer P3 is the lowest with only 63.64%. GoogLeNet is 10.32% higher 
than AlexNet in terms of accuracy due to the deeper layers and the 
stronger multi-scale feature representation ability of the Inception 
module, but it is still 2.78% lower than PSDI. This is because GoogLeNet 
does not use small-size image blocks for training. 

It can be seen from Table 15 that the overall identification accuracy 
of ResNet18 is 97.6%, and the performance on each printer is as follows. 
The identification accuracy on printers P0, P1, P4, P6, P8 and P9 all 

exceeded 98%, with the highest identification accuracy of 99.93% on 
printers P1 and P8. The identification accuracy on printers P2, P3 and P5 
all exceeded 90%, with 97.07%, 92.29% and 94.3%, respectively. The 
above results verify the advantages of the residual block in extracting 
effective subtle features of printer attributes. 

As can be seen from Table 16, the overall identification accuracy of 
proposed SE-BRB-Net reached 98.77%, in which the identification ac
curacy of P1 reached 100%, the identification accuracy of printer P8 also 
reached 99.97%, the identification accuracy on printers P0, P4, P6 and 
P7 also exceeded 99%, with 99.12%, 99.32%, 99.74% and 99.41% 
respectively. The accuracy on printer P2 is 98.96%, and the identifica
tion accuracy on printer P5 and P3 is 96.65% and 95.54% respectively. 
The proposed SE-BRB-Net uses small-size image patches for training, 
which can better highlight the subtle features of printers. And the SE- 
BRB module makes improvements on the bottleneck residual block 
with strong subtle feature extraction capability, leading to the best 
identification results. 

For a more intuitive comparison of several convolutional neural 
networks, the identification accuracy is shown in Table .17 and Fig. 7. 
The analysis is as follows:  

(1) The average identification accuracy of AlexNet is 79.08%, the 
average identification accuracy of PSINet is 91.87%, the average 

Table 9 
Confusion matrix of SE-BRB-Net.  

Avg 98.77% Predicted (%) 

P0 P1 P2 P3 P4 P5 P6 P7 P8 

Actual (%) P0 99.12 0 0.2 0.36 0 0.29 0.03 0 0 
P1 0 100 0 0 0 0 0 0 0 
P2 0.16 0 98.96 0.49 0.39 0 0 0 0 
P3 0.46 0 0.29 95.74 1.63 1.79 0.06 0.03 0 
P4 0.1 0 0.06 0.52 99.32 0 0 0 0 
P5 0.36 0 0.03 1.79 0.06 96.65 0.85 0.2 0.06 
P6 0.1 0 0 0.03 0 0.13 99.74 0 0 
P7 0 0.03 0 0.13 0 0.32 0 99.41 0 
P8 0 0 0 0 0 0.03 0 0 99.97  

Table 10 
Comparison of number of layers and parameters of six CNN models.  

CNNs Number of layers Number of parameters 

AlexNet (Krizhevsky et al., 2012) 8 56,881,865 
PSINet (Guo et al., 2020) 11 218,825 
PDSI (Tsai et al., 2019) 4 114,601 
GoogLeNet (Szegedy et al., 2015) 22 5,976,505 
ResNet18 (He et al., 2016) 18 11,202,633 
SE-BRB-Net 14 664,729  

Table 11 
Confusion matrix of AlexNet.  

Avg 79.08% Predicted (%) 

P0 P1 P2 P3 P4 P5 P6 P7 P8 

Actual (%) P0 71.81 0 6.15 8.95 1.60 8.53 2.96 0 0 
P1 0.03 92.61 0.33 0.33 0 0.36 0.52 5.7 0.12 
P2 9.83 0.07 72.17 10.64 4.65 1.46 0.88 0.23 0.07 
P3 4.43 0 2.02 51.82 16.86 22.4 1.01 0.81 0.65 
P4 1.76 0 0.85 9.83 84.08 3.19 0.16 0 0.13 
P5 0.88 0.16 0.23 4.85 1.56 74.61 7.52 6.45 3.65 
P6 0.78 0 0.23 0.59 0.03 12.89 74.87 10.09 0.52 
P7 0 0.36 0 0.1 0 2.38 1.88 93.03 2.25 
P8 0 0 0 0.07 1.17 1.52 0.46 0.1 96.68  

Table 12 
Confusion matrix of PSINet.  

Avg 91.87% Predicted (%) 

P0 P1 P2 P3 P4 P5 P6 P7 P8 

Actual (%) P0 92.45 0 1.60 3.91 0.13 1.56 0.32 0.03 0 
P1 0.07 99.84 0 0 0.03 0 0 0.06 0 
P2 1.6 0.06 90.85 4.43 2.64 0.29 0.03 0.1 0 
P3 2.96 0 3.81 76.4 7.91 7.68 0.29 0.59 0.36 
P4 0.26 0 1.30 2.38 95.35 0.39 0 0 0.32 
P5 1.82 0 0.23 6.84 0.88 82.91 4.13 2.6 0.59 
P6 0.68 0.06 0 0.36 0 3.65 94.82 0.33 0.1 
P7 0.03 1.3 0.23 0.13 0.03 2.6 0.69 94.47 0.52 
P8 0 0.03 0 0 0.13 0.1 0 0 99.74  
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identification accuracy of PDSI is 92.18%, the average identifi
cation accuracy of GoogLeNet is 89.4%, and the average identi
fication accuracy of ResNet18 is 97.6%, and the average 
identification accuracy of SE-BRB-Net is 98.77%. The average 
accuracy of SE-BRB-Net is 19.69%, 6.9%, 6.59%, 9.37% and 
1.17% higher than AlexNet, PSINet, PDSI, GoogLeNet and 
ResNet18, respectively.  

(2) The proposed SE-BRB-Net achieves the highest accuracy on 
printers P0, P1, P2, P3, P4, P5, P6, P8, where the identification 
accuracy reaches 100% on printer P1, and the identification ac
curacy on the printer P8 reached 99.97%.Compared with other 
five CNNs, the proposed SE-BRB-Net can also effectively distin
guish printers of the same brand such as P3, P4, P5 and P6, 
showing the superiority of the Squeeze-Excitation attention 
module in extracting features that represent printer attributes. 

Table 13 
Confusion matrix of PDSI.  

Avg 92.18% Predicted (%) 

P0 P1 P2 P3 P4 P5 P6 P7 P8 

Actual (%) P0 93.33 0 1.56 3.16 0.23 1.36 0.36 0 0 
P1 0 99.32 0.26 0.23 0 0.03 0.03 0.13 0 
P2 2.34 0.23 90.72 4.39 1.96 0.26 0 0.1 0 
P3 2.18 0.03 3.84 78.81 7.06 6.74 0.2 0.78 0.36 
P4 0.1 0.26 1.63 3.94 93.75 0.03 0 0.03 0.26 
P5 0.94 0.1 0.36 7.02 0.07 83.89 5.21 1.56 0.85 
P6 0.28 0 0.1 0.36 0 4.43 93.95 0.78 0.1 
P7 0.1 0.16 0.06 0.06 0 2.25 0.62 96.42 0.33 
P8 0 0 0 0.04 0.04 0.3 0.04 0.1 99.48  

Table 14 
Confusion matrix of GoogLeNet.  

Avg 89.4% Predicted (%) 

P0 P1 P2 P3 P4 P5 P6 P7 P8 

Actual (%) P0 89.91 0 2.67 2.08 0.29 4.07 0.98 0 0 
P1 0 98.73 0 0 0 0 0 1.24 0.03 
P2 0.72 0.03 93.29 4.04 0.72 0.45 0.43 0.32 0 
P3 0.39 0 1.98 63.64 4.07 26.40 0.59 2.77 0.16 
P4 0.36 0 0.5 7.1 86.36 5.50 0.03 0.06 0.09 
P5 0 0.03 0.26 1.43 0.29 88.74 0.88 7.55 0.81 
P6 0 0 0.06 0.85 0 6.16 84.34 8.43 0.16 
P7 0 0 0 0 0 0.17 0 99.8 0.03 
P8 0 0 0 0 0.03 0.14 0.03 0 99.8  

Table 15 
Confusion matrix of ResNet18.  

Avg 97.6% Predicted (%) 

P0 P1 P2 P3 P4 P5 P6 P7 P8 

Actual (%) P0 98.6 0 0.23 0.55 0.03 0.39 0.2 0 0 
P1 0.03 99.93 0 0 0.04 0 0 0 0 
P2 0.32 0 97.07 1.76 0.72 0.10 0 0 0.03 
P3 0.62 0 0.88 92.29 2.41 3.42 0.16 0.19 0.03 
P4 0.03 0 0.33 1.01 98.6 0 0 0 0.03 
P5 0.42 0 0.03 3.22 0.1 94.3 1.44 0.39 0.1 
P6 0.06 0 0 0.06 0 1.05 98.8 0.03 0 
P7 0 0 0 0.2 0 0.62 0 99.15 0.03 
P8 0 0 0 0 0 0.07 0 0 99.93  

Table 16 
Confusion matrix of SE-BRB-Net.  

Avg 98.77% Predicted (%) 

P0 P1 P2 P3 P4 P5 P6 P7 P8 

Actual (%) P0 99.12 0 0.2 0.36 0 0.29 0.03 0 0 
P1 0 100 0 0 0 0 0 0 0 
P2 0.16 0 98.96 0.49 0.39 0 0 0 0 
P3 0.46 0 0.29 95.74 1.63 1.79 0.06 0.03 0 
P4 0.1 0 0.06 0.52 99.32 0 0 0 0 
P5 0.36 0 0.03 1.79 0.06 96.65 0.85 0.2 0.06 
P6 0.1 0 0 0.03 0 0.13 99.74 0 0 
P7 0 0.03 0 0.13 0 0.32 0 99.41 0 
P8 0 0 0 0 0 0.03 0 0 99.97  
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In addition to identification accuracy, training time and inference 
time are also common metrics to measure CNN’s performance. The 
faster the training and inference speed, the better the performance of the 
CNN model. The training time and inference time of the six CNNs are 
shown in Table 18, where h, m, s represent hour, minute and second, 
respectively. 

In terms of training time, the PDSI has the least training time of 17 
min and 12 s due to the fact that it has only three convolutional layers 
and one fully connected layer. The comes PSINet, which has 11 layers 
and consists mainly of bottleneck residual blocks, and has only one fully 
connected layer, which greatly reduces the number of parameters, and 
hence the training time is also less, at 58 min and 55 s. Next is the 8-layer 
AlexNet with a training time of 2 h and 2 min, AlexNet uses 11 × 11 
sized convolutional layer and has three fully connected layers, which 
greatly increases its number of parameters and training time. The 14- 
layer SE-BRB-Net proposed in this paper performs moderately well, 
with a training time of 2 h and 41 min, it has more layers than the 
previous three networks, and has a squeeze-excitation module 
embedded in each bottleneck residual block, which increases the 
training time to some extent. While GoogLeNet and ResNet18 have 
longer training time due to more layers, which are 5 h and 48 min and 7 
h and 8 min, respectively. It can be concluded that the training time of 
CNN is closely related to its structure. The fewer layers, parameters and 
fully connected layers of CNN, the shorter the training time is generally. 

In terms of inference time, PDSI also takes the least time, at 0.45 s; 
then PSINet, at 0.49 s, followed by SE-BRB-Net, at 0.52 s; the inference 
speeds of the above three are relatively close. In contrast, the inference 

of AlexNet, ResNet18 and GoogLeNet takes longer, 0.93 s, 1.75 s and 
2.31 s respectively. It can be inferred that the inference speed is closely 
related to the structure of the model and the number of parameters, 
reducing the number of parameters will reduce the inference time, so 
designing lightweight model will be considered in further research. In 
addition, the inference speed is also affected by the performance of the 
computing platform, including memory access costs, hardware charac
teristics, software implementation, system environment, etc. In subse
quent research, we will test the proposed model in the actual 
deployment environment. 

5. Conclusion and future works 

The QR code images captured by smartphones suffer from the issues 
such as reduced clarity and blurring, causing the existing deep learning- 
based printing source identification network to be unsatisfactory. In 
order to solve the above problem, this paper proposes a convolutional 
neural network named SE-BRB-Net that combines the bottleneck resid
ual block and the squeeze-excitation attention module. The network has 
14 layers, with the squeeze-excitation bottleneck residual block as the 
basic unit. By incorporating a squeeze-excitation block in each bottle
neck residual block, the model of SE-BRB-Net pays more attention to the 
information that is useful for printer source identification and attenuates 
the interference of the useless information to achieve a better feature 
extraction capability of the printer attributes. 

To address the problem of QR code printer source identification 
under smartphone collection conditions, nine printer are first used to 
print the QR code digital images, and then five smartphones of different 
brands or models are used to collect the QR code labels. The experi
mental results show that the average identification accuracy of the SE- 
BRB-Net model on nine printers reaches 98.77%, which is a relatively 
superior performance compared with other deep learning networks, and 
significantly improves the identification accuracy of the model under 
the premise of controlling the depth of the network, the number of pa
rameters, and the inference time. Thus, the model complexity and the 
identification accuracy is therefore balanced well, which fully demon
strates that the proposed SE-BRB-Net is superior in solving the problem 
of printer source identification of QR codes under smartphone capture 
conditions. It is interesting to note that the deep learning approach 
proposed in this paper can also be applied to the authentication of text 
documents to support judicial forensics. 

Future research will focus on the following aspects:  

(1) More and larger data sets are established to test the performance 
of the proposed algorithm.  

(2) We will try to design lightweight model with the aim of ensuring 
identification performance while reducing the number of pa
rameters and model complexity.  

(3) Since there are so many brands, models and numbers of printers 
in the real world, and new printers are emerging all the time, we 
will investigate effective solutions to quickly identify new 
printers, such as meta-learning based methods. 

Table 17 
Identification accuracy of six CNNs.  

CNNs Identification Accuracy (%) 

P0 P1 P2 P3 P4 P5 P6 P7 P8 Ave 

AlexNet (Krizhevsky et al., 2012) 71.81 92.61 72.17 51.82 84.08 74.61 74.87 93.03 96.68 79.08 
PSINet (Guo et al., 2020) 92.45 99.84 90.85 76.4 95.35 82.91 94.82 94.47 99.74 91.87 
PDSI (Tsai et al., 2019) 93.33 99.32 90.72 78.81 93.75 83.89 93.95 96.42 99.48 92.18 
GoogLeNet (Szegedy et al., 2015) 89.91 98.73 93.29 63.64 86.36 88.74 84.34 99.8 99.8 89.4 
ResNet18 (He et al., 2016) 98.6 99.93 97.07 92.29 98.6 94.3 98.8 99.15 99.93 97.6 
SE-BRB-Net 99.12 100 98.96 95.74 99.32 96.65 99.74 99.41 99.97 98.77  

Fig. 7. Identification accuracy of six CNNs.  

Table 18 
The training time and inference time of the six CNNs.  

CNNs Training time Inference time (s/QR code) 

AlexNet (Krizhevsky et al., 2012) 2h2m 0.93 
PSINet (Guo et al., 2020) 58m55s 0.49 
PDSI (Tsai et al., 2019) 17m12s 0.45 
GoogLeNet (Szegedy et al., 2015) 5h48 m 2.31 
ResNet18 (He et al., 2016) 7h8m 1.75 
SE-BRB-Net 2h41 m 0.52  
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